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Abstract

The semi�geostrophic equations of meteorology are considered in their shallow�

water form on the sphere� To distinguish between the equations considered here

and those described by Shutts and Salmon we refer to our equations as the �spher�

ical semi�geostrophic equations�� It is shown that there may exist a unique so�

lution to these equations on the sphere for 	nite time under given conditions

if certain key results can be proven� A robust numerical method is developed

based on a 	nite�di
erence predictor�corrector scheme which uses a multigrid

algorithm to solve the elliptic equation which arises in the correction step� Nu�

merical techniques are developed which restore numerical solutions which at any

stage fall outside the solution set for the equations back into it� Eulerian and semi�

Lagrangian prediction schemes are compared for simulations starting from both

idealised data and data tak
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Chapter �

Introduction

In atmospheric modelling we are interested in predicting the motion and proper�

ties of a �uid on a sphere� For the Earth�s atmosphere this is a very complicated

problem with many microphysical processes interacting with the dynamical �uid

motion� for example latent heating due to the c



was V� Bjerknes in the early part of this century� who recognised that there was

a deterministic set of equations for the atmosphere� He also showed that the

system was highly non�linear and that in general there was no analytic solu�

tion� Undaunted by this L� F� Richardson performed the �rst numerical weather

prediction experiment� publishing his results in 	
��� �

�� The calculation took

several months� and unfortunately the results were found to be in error by several

orders of magnitude� Perhaps because of this error� or more likely because of the

time and labour involved in obtaining the results� numerical prediction remained

only a hypothetical possibility until the advent of the computer� During this

time the forecasters continued to use their tried and trusted methods� many of

which are still commonly used today in the forecasting of phenomena� such as

fog� which numerical models have yet to predict well� The techniques used by

forecasters during the early part of this century are described in Shaw ����� The

�rst successful numerical prediction came not long after computers �rst appeared

and was due to Charney� Fjortoft and von Neumann in 	

�� �	��� Since then

the rapid advances made in the power of computers have led to equally rapid

growth in the complexity and size of the atmospheric models run on them� A

typical operational global model in use today has a horizontal resolution of 	��

kilometres and a vertical resolution of 	 kilometre� this requires around 	�� mil�

lion data points per variable held� The resolution of the model is constrained by

the power of the computer and how quickly you wish to obtain the forecast from

the model� To provide more detailed forecasts of what is commonly considered

as weather� namely� cloud� rainfall� fog� and wind� for a particular area of the

world a model with higher resolution than the global one is run for that area�

Such models typically have horizontal resolutions of ���
� kilometres and better

vertical resolution in the lowest 	� kilometres of the atmosphere� of the order of


�� metres� For climate simulations� which need to be run for many decades to

obtain statistically signi�cant results� lower resolution global models are used as

�





scenario�

In order to improve the current numerical weather prediction models it is essen�

tial that we understand more about the real atmosphere and more about our

numerical model as well� In particular� we need to understand how the model

reacts to the forcing we are providing� To gain insight into how both the at�

mosphere and the model work much work has been done with simpler models

of the atmosphere� These simpler models are usually based on equations which

have had a further level of approximation made to them� and in the early days of

computers were used as the basis for providing weather predictions� for example

Charney et al� �	��� Much work has been done with these simpler equations con�



fronts� see for example Holt ����� Holt and Thorpe ��
�� Castelli et al� �	��� to list

just a few� They have also been used to simulate idealised �ow over a mountain�

Cullen et al� �	��� Pierrehumbert �
��� where the topic of interest was the e�ect of

a barrier on a uniform �ow normal to it� This is of interest in the simulation of

downslope wind storms where sudden strong winds and a signi�cant rise in tem�

perature can occur� such storms are common in mountainous areas such as the

Canadian Rockies� The equations� including friction� have also been used to look

at idealised sea breeze simulations� Cullen �	��� Wu and Blumen ��
� have looked

at the interaction between the semi�geostrophic equations and the atmospheric

boundary layer as has Young �����

We adopt a typical approach when embarking on looking at a three�dimensional

problem on the sphere� and that is to �rst consider the shallow�water form of the

equations� Instead of the full ��d problem we now have only a ��d one with the

variation in the third direction being represented only by the changing height of

the free surface� It has often been found that the major problems in a ��d model

can be found in the equivalent shallow�water problem� such as problems with the

co�ordinate poles in numerical methods� Results obtained for the shallow�water

problem are often readily generalised to the full ��d one with little extra e�ort�

We thus start by trying to prove analytically that there exists a unique solution to

the semi�geostrophic shallow�water equations on the sphere� chapter �� We then

proceed to develop a robust numerical method for solving the equations� chapter

�� using some of the knowledge and insight we gained in the analytic work� This

numerical method is then used to integrate forward in time both idealised and

real atmospheric initial data� chapter �� These simulations are compared with

those from the shallow�water equations derived from the usual equations used

in atmospheric modelling� The shallow�water simulations provide some insight

into the underlying behaviour of the ��dimensional equations but it is not ex�

pected that they will provide any signi�cant new insight into the behaviour of






the real atmosphere� However� the results gained from the simulation of a form

of Rossby�Haurwitz wave� see Haurwitz ���� for a description of the true wave�

using the semi�geostrophic shallow�water equations on the sphere may do this�

The extra understanding we are looking for� it is hoped� will be provided by the

full ��dimensional model� The extension of this work to ��dimensions on the

sphere is outside the scope of this thesis but some comments on this are provided

in chapter 
�

We begin by stating the semi�geostrophic equations after �rst stating the funda�

mental predictive equations for the atmosphere and describing which approxima�

tions are made to obtain the usual equations used in numerical weather prediction�

the so called Primitive equations�

��� The semi�geostrophic equations�

Our starting point is the frictionless Navier�Stokes equations for a �uid on a

rotating sphere of radius a in spherical polar co�ordinates ��� �� z� where � �

��� ���� � � ���������� and z is the distance from the centre of the sphere

Du�
Dt

� ��r�p � ��sin�k � u� � g � �r�

�
u� �			�

where � is the speci�c volume� � is the rotation rate of the sphere and the second

term on the right�hand�side of the equation is known as the Coriolis term� k is

the unit vector normal to the surface of the sphere� � the viscosity coe�cient and

g is the gravitational force including the centrifugal forces�

g � g
a
� �k � ��k � r�

where r is the particle position measured from the origin at the sphere�s centre

and g
a
is the gravitational force� The derivative D�Dt is the usual Lagrangian

derivative and

u� � �u� v� w�

�



r� �

�
	

acos�





�
�
	

a





�
�




z

�

with r�

�
the three dimensional Laplacian� We also require the conservation of

mass� often refered to as the continuity equation� given by

	

�

D�

Dt
� r�	u� �		��

We now assume that the atmosphere is a perfect gas� so that

p� � RT �		��

where T





and the Lagrangian derivatives are taken along the free surface� Equations �	���

and �	��� will be referred to the shallow�water primitive equations� and simula�

tions with them will be used in chapter � as a comparison with those obtained

from the semi�geostrophic equations� The simple models� which we now derive�

are all based on approximations which �balance� the horizontal pressure gradients

with some function of the horizontal velocities� F



quasi�geostrophic equations are valid for a particular chosen rest state and that

they cease to be so if signi�can



v � vg �
Dug
Dt

�
D�

Dt

�
vg �

Dug
Dt

�
�
D�

Dt

�
vg �

Dug
Dt

�
� 				

where
D

Dt
�

	

f

D

Dt

provided that ����Du

Dt

����� jfuj

The geostrophic velocity is thus the leading order approximation to the full ve�

locity and we adopt the notation u� to represent the approximation of u which

includes no derivative terms� In a series of papers ��	�� ���� Cullen and co�workers

proved the existence and uniqueness of solutions to the f�plane semi�geostrophic

equations for any �nite time� The ability to prove such results is an attractive fea�

ture of this equation set and naturally poses the question as to whether the results

can be extended to the semi�geostrophic equations on the sphere� The proof they

obtained was constructive and formed the basis of an ingenious numerical model�

the geometric model� Cullen and Purser ����� which is guaranteed to converge to

the analytic solution of the equations as the spatial and temporal resolution is

increased� A �nite�di�erence model was then developed� Cullen �	
�� which could

be compared with the geometric model and allowed more complicated features to

be examined� If we can extend the theory to the semi�geostrophic equations on

the sphere then we should be in an equally good position to construct an accurate

numerical algorithm which also conv



���





at the equator where vg is allowed to be in�nite but is multiplied by sin� which

is zero� To implement this on a computer will require some very careful thought�

De�nitions of balance other than geostrophic can be used to de�ne more general

equation sets� such as the linear balance equations and the balance equations

described in McWilliams and Gent ��
�� Discussion of these equations� along with

other balanced equations� can be found in that paper and in others by the same

authors ���� and ��	� and more recently in Allen et al� ���� These models are more

general than those derived from geostrophic balance but because they describe

more atmospheric motions they may be less useful in providing the understanding

that we seek� This is because their extra complexity may make it more di�cult

to isolate the important processes� The logical approach seems to be to extract

all the understanding we can from each level of simple model and to gradually

increase the models� complexity as our understanding grows� It is thus necessary

that we discover what we can from models based on geostrophic balance before

embarking on more complex systems�

	�





��� Known results for the f�plane case

Results for the f � constant or f �plane case were prov



D�

Dt
� � �����

�fv���



equations can be re�interpreted as de�ning the motion of material parcels in the

new co�ordinates� Following Cullen and Purser we call fXg data space and fxg

physical space� We note that

UX � �f�y � Y �� f�X � x�� ��

and rX�U � � and hence equation ����� becomes

�
	

	t
� UX �rX

�
� � � ������

It can be shown that there exists a potential function R�X� such that rXR � x

and

R�X� � f�x�X � P �x�

where

P �x� � � �
�

�
f��x� � y��

and also that rxP � f�X� As pointed out by Chynoweth et al� ���� the co�

ordinate transformation is simply a Legendre transform�

The solution procedure is now as follows�

Suppose that at time t we have � as a function of X subject to the condition that

the integral of � over all X gives the volume of � in physical space� We can now

solve the following Monge�Amp�ere equation

det�	�R�	Xi	Xj� � 	�rXR��	�X� � � ������

to �nd R for the given � with the boundary condition that rXR � x is always

within � for all X� After �nding R
 rXR



not simply as advecting velocities� The constraint required to solve the system is

that if the potential function P is interpreted as a surface
 then it must be convex

when viewed from below� This implies that R is also convex� This is equivalent

to requiring general two�dimensional parcel stability for the atmospheric state as

shown in Shutts and Cullen ����� The convexity also implies that the potential

vorticity q de�ned as q � det�	�P�	xi	xj� is everywhere non�negative� In �nite

areas where the potential vorticity is zero the �elds are still uniquely determined

with the exception of the velocity �eld u which is undetermined� This is not a

problem since the solution procedure does not require u�

The important features of this approach can be summarized as follows�

i� The co�ordinate transformation
 which allows the system to be written in the

simple form given by equations ������ and ������

ii� The convexity of the function P 
 which allows the mapping between the two

spaces and hence the ability to retrieve the values of all the �elds from knowing

just ��

iii� The conservation law for �
 which allows the integration to proceed for any

�nite time�

iv� The proofs enable discontinuous solutions to be included in the theory since

they require only that P and R are continuous� their derivatives need not be�

����� Application of this Procedure to the Sphere

We consider each of the important features of the approach in turn�

The co�ordinate transformation can again be applied but this now yields terms

involving 	f�	y which cannot be absorbed into the D�Dt



since the transformation involves terms in ��f � Modifying the transformation to

hav



��� Results for the equations on the sphere

We re�state the shallow�water spherical semi�geostrophic equations �������������


henceforth SSG
 for ease of reference in the rest of this section�

	h�	t�r��hu� � � ������

	u��	t� u�ru� � �grh� fk � u ������

g
�

acos�

	h

	�
� fv� � � ������

g
�

a

	h

	�
� fu� � � ����
�

where k is the unit vector in the usual z direction
 f � ��sin�
 a is the radius of

the sphere
 g is the gravitational acceleration
 h is the height of the free surface


u� � �u�� v�� is the balanced wind �eld and u � �u� v� is the full wind �eld�

����� SSG Energy Conservation

We prove that the SSG energy de�ned as

�

�
hu�

� �
�

�
gh�

is conserved when integrated over the sphere� This proof holds in fact for any

closed domain with zero �ow across the boundaries� A similar proof for the prim�

itive shallow water equations can be found in P



where we denote u��u�



����� SSG Absolute Vorticity Evolution Equation

The shallow�water form of the SSG potential vorticity denoted q�f 
 the SSG

absolute vorticity
 denoted by hq�f 
 are de�ned following Hoskins ���� by

hq �

�
f �

�

acos�

	

	�

�
g

afcos�

	h

	�

�
�
gtan�

a�f

	h

	�

	 �
f �

�

a

	

	�

�
g

af

	h

	�

�	

�

�
�

a

	

	�

�
g

afcos�

	h

	�

�	 �
�

acos�

	

	�

�
g

af

	h

	�

�
�

gtan�

a�fcos�

	h

	�

	

or equivalently


hq �

�
f �

�

acos�

	v�
	�

�
u�tan�

a

	 �
f �

�

a

	u�
	�

	

�

�
�

a

	v�
	�

	 �
�

acos�

	u�
	�

�
v�tan�

a

	

Here we show that the SSG equations do not have a Lagrangian conservation

law for q�f � The existence of this conservation law was essential in the proof of

existence and uniqueness of the f �plane semi�geostrophic equations� To do this we

consider the equations on a plane in cartesian space �x� y� with f a function of y�

We do this in cartesian co�ordinates rather than spherical polars since it simpli�es

the proof
 as we do not have to include the metric terms
 and it is easier to see

which terms must cancel in order to obtain conservation of q�f on an f �plane�

We wish to emphasize which terms must cancel as this cancellation will be shown

to be important in making the semi�Lagrangian version of the numerical scheme

work near the poles where f is nearly constant
 see Chapter �
 section ������

The de�nition of q in cartesian co�ordinates is

hq �

�
f �

	

	x

�
g	h

f	x

���
f �

	

	y

�
g	h

f	y

��
�

	

	x

�
g	h

f	y

�
	

	y

�
g	h

f	x

�

or equivalently

hq �

�
f �

	v�
	x

��
f �

	u�
	y

�
�

�
	u�
	x

��
	v�
	y

�

��



and the SSG equations in cartesian co�ordinates are

	h

	t
�
	u

	x
�
	v

	y
� �

Du�
Dt

� �g
	h

	x
� fv

Dv�
Dt

� �g
	h

	y
� fu

g
	h

	x
� fv� � �

g
	h

	y
� fu� � �

where
D

Dt
�

	

	t
� u

	

	x
� v

	

	y

We now prove that the evolution equation for q on this cartesian plane is


Dq

Dt
�

fv


h
�
u


h

	u�
	x

�
v


h

	u�
	y

������

where 
 � 	f�	y
 provided that h � C� and u� v� u�� v� � C�� Where a function

is in Cn if all its partial derivatives upto and including order n exist and are

continuous�

The evolution equation for q�f is

D�qf���

Dt
� f��

Dq

Dt
� 
qf��v ������

which on substituting for Dq�Dt gives a non�zero right�hand�side�

Note� If f is a constant the right�hand�sides of these evolution equations are zero

and thus they become conservation laws� Thus we prove the result for the f �plane

case which we stated in the previous section�

��





����� Existence and uniqueness of solutions on the sphere

In this section we would have liked to prove that there exists a unique solution

to the SSG equations on the sphere for some �nite time under certain conditions�

However we have not been able to do this� We present instead an argument

which would give us existence and uniqueness if the missing results can be proved�

Whether these missing results can be proven is an open question� In chapter � we

will present some numerical results which suggest that the numerical algorithm

is converging to a unique solution� Although this numerical result is not a proof


it suggests that there may exist a unique solution to the SSG equations on the

sphere under the conditions w



this equation is elliptic that this single equation tends to the natural boundary

condition at � � � as we let � tend to zero� This gives us an equation for the

single variable at � � � and hence an equation for the whole sphere� We now

need to prove that there exists a solution to this equation� This we are not able

to do
 so we state what needs to be done to prove this result� To obtain the single

equation in one variable we have to assume that 	h�	t is continuous in time� To

remove this restriction we pose a new problem and then try to prove that there

exists a unique solution to this new problem� Again this has not been completed

and we show what still needs to be done�

Reduction to a single equation

It is possible to reduce the system of equations �����������
� to one equation for

the time evolution of the height �eld� This can be done by �rst using equa�

tions ������ and ����
� to replace u� in equation ������ provided that f �� �� This

now gives equations for the time evolution of the �rst derivatives of the height

�eld� The resulting equation
 when written out in components
 provides a pair of

equations which are linear in u and v allowing us to write each of these horizontal

velocity components simply in terms of the height �eld and its �rst and second

derivatives� We can now replace u and v in equation ������ provided that q is

non�zero
 see section ����� for the de�niton of q
 to obtain the following single

equation


	h

	t
�

�

acos�

	�hu�

	�
�

�

acos�

	�hvcos��

	�
� � ������

where

hu �
�

q

�
�
g

a

	h

	�
�

	

	t

�
g

afcos�

	h

	�

���
�

a

	

	�

�
g

af

	h

	�

�
� f

�

��



�



which is elliptic if

q �
�

�h
�My �Nx�

� ������

Note� It is easily shown that the right�hand�side of this condition is zero if f is

constant�

We have reduced the SSG equations to one equation in one unknown everywhere

except � � �� We now need to complete the reduction to one equation by �nding

the equation at � � �� We note that at � � �
 f � � as well and equations ������

and ����
� reduce to

	h�	� � �

	h�	� � �

and di	erentiating with respect to t gives

	  h�	� � �

	  h�	� � �

assuming that h � C�� This gives us two �rst order equations for  h at � � �

instead of one second order equation� We could use these equations at � � �

along with equation ������ away from � � � and pose the question does there

exist a unique solution to these equations on the sphere ! Before we contemplate

this we investigate the e	ect that insisting equation ������ is elliptic has on h�

Writing q in its component form equation ������ is

hq � MxNy �MyNx �
�



the inertial stability conditions� Inertial stability says that parcels are stable to

�small� displacements in the stated directions
 in this case � and �
 whilst the full

criteria q � � can be considered as requiring inertial stability in all horizontal

directions� It is probable that this is also a necessary condition for variable f

as well� If we assume that it is then it will also be a necessary condition for

equation ������ to be satis�ed� We no



We can write � in the general form

� � �rp��� ��

for some power r and function p� Substituting this expression into the constraint

on Ny to determine the restrictions on r and p gives

r�r � ���r��p � ��r � ���r��
	p

	�
� �r��

	�p

	��

which must tend to zero as � tends to zero� This is satis�ed if r � � � � for some

� � � and p � C�� Thus the general form of the solution at � � � must be

h � d � c�� � ����p��� �� �� � �� ������

where p � C��

Substituting this general form for h in equation ������ and letting �� � gives

O�����

�
	�  h

	��c� 1 Tm
3 T13Tf
18.9 0 0 -.24g6T �  p

	�

O��



Proposition ��� There exists a unique solution to equation ������ times f� on

the sphere at time t if

q �
�

�h
�My �Nx�

� � � � �� �

q � � � � �

which satis�es

	  h�	� � �

	  h�	� � �

at � � � with h � Cn on the sphere with n � �� Furthermore the solution

 h � Cn�� on the sphere�

To prove this we need to know when an elliptic equation has a unique solution�

The only result I have been able to �nd in the literature is�

De�nition ��� The second�order partial di�erential equation on a closed domain

�

nX
i�k��

aik�x�



Theorem ���



for which w



of the proposition
 if h � Cn then  h � Cn���

Finding h knowing  h

Assuming the existence and uniqueness of a solution to equation ������
 propo�

sition ���
 we now have an initial value problem  h � F �x� y� t�
 where F �x� y� t�

is the solution of equation ������� There is a unique solution to this initial value

problem for t in some time interval t� � t � t� provided that F is continuous in

this time interval and its �rst derivatives in space exist and are bounded� �See


for example
 ���
 chapter ���

The spatial conditions on F are satis�ed by our solution and it thus remains to

show that F is continuous in time on this time interval� However we have already

assumed this to derive equation ������� We would like to remove the assumptions

about continuity of h and its derivatives with respect to time� To do this we will

consider the following problem


New Problem

Given equation ������ on the sphere
 under what conditions does it have a unique

solution which is continuous in time for some time interval �t�� t�� !

We note that if its solution is continuous in time then we can go back from this

equation to the SSG equations ������� ����
�
 by retracing the steps used to derive

this equation
 and thus the conditions for the solution of this new problem are

exactly those for the solution of the original one� Assuming that q is non�zero

and h � C� then the only problem in retracing the steps used to derive the single

equation comes at � � �� Here we can �nd the balanced velocity �eld
 but the

full velocity �eld is not completely determined at � � �� To �nd u at the equator

we can solve equation ������
 but this is only one equation for the two unknowns�

�




The velocity �eld u can be considered as being made up of two components
 a

divergent part and a rotational part� If we consider just the divergent part and

substitute for u using an irrotational form in equation ������ then we obtain a

Poisson equation� This is easily solved and thus w



The assumptions we have made guarantee a unique solution to the equation at

time t � tb assuming proposition ���� We can form a �rst estimate to the solution

at any other t in the interval by de�ning


h��t� � h�tb� � p�tb�t

where p�tb� is the solution of our elliptic equation at time tb� We note that by

construction h is continuous on the time interval and belongs to C����
 provided

that Theorem ��� holds for n � 
 which is an open question� Assuming that the

q remains bounded
 inertially stable and the second partial derivatives of M�N

are continuous and bounded
 then we could solve the elliptic equation at a later

time than tb and hence re�ne our estimate� De�ning #t � te � tb we can obtain

a sequence of approximations de�ned as follows


hm�t� � h�tb� �
n��X
i��

wi�t�pi
#t

m

where pi is the solution to the elliptic equation at time t�i#t�m using the values

of hm at this time to calculate the coe�cients and right�hand�side
 and de�ning

ti � tb � �i� ��#t�m with

wi�t� �

�




�





�

� if t � ti

� if t � ti��

�t� ti���ti�� � ti� otherwise

It is again noted that provided each of the pi can be found then this estimate

of the solution is also continuous in time and belongs to C���� by construction

provided that Theorem ��� holds for n � 
� We now consider what happens if

we let m�
 at time t � te�

h�te� � h�tb� �
Z te

tb

p�� �d�

since p �  h� We noted earlier that for a unique solution to this integral equation

we require that p is continuous on the time interval� We can replace the integral

��



by the limit of the in�nite sum


h�te� � h�tb



known� This single predictive equation for the Quasi�Geostrophic equations and

the f�plane Semi�Geostrophic equations is simply a Lagrangian conservation law

and is thus relatively easily solved� The recovery of the original variables from

the new unknown at a later time requires the solution of an equation
 a Monge�

Amp�ere equation in the f �plane Semi�Geostrophic case
 under some constraint

which guarantees a unique solution� See Hoskins et al ���� for a discussion of

this idea and how it might be extended to the full equations of �uid motion�

We note that in their terminology the recovery of the original variables is re�

ferred to as the potential vorticity inversion and the possibility of such recovery

the invertability principle� The method used for the SSG equations di	ers in

that the evolution equation is written in terms of one of the orginal variables

and so no recovery is required
 unless the direct substitution used to obtain the

other variables is considered as such� E	ectively the two steps
 prediction and

recovery
 used in other balanced solution procedures have been combined into one

with the penalty that the evolution equation has become much more complicated�

Of interest is how large is the time interv



��� Solutions beyond the breakdown

Proposition ��

 which asserts the existence of a unique solution
 is not true when

q ceases to satisfy the constraint ������� As stated already this could happen



since it does not allow us to change the X and Y values at a material point� This

solution may also be unphysical if too large a value for � is chosen� The existence

of solutions at q � � allows the proof of existence of solutions for arbitrary long

time via this re�arrangement idea without mixing parcel properties� To obtain

a uniqueness result for the sphere a necessary �rst step appears to be to prove

the existence of solutions on the sphere with q � � away from f � �� For the

f�plane case where f � � then the only stable solution is for h



then a global mixing type procedure� It would be desirable to �nd a unique way

of doing this but until the theoretical results exist this is probably not possible�

For typical mid�latitude values of f and realistic data the re�arrangements
 al�

though �global� in principle
 are observed from experiments with the geometric

model of Cullen and Purser ���� to be con�ned to a small area around the points

where the semi�geostrophic potential vorticity is negative� As this procedure is

known to give a unique answer this seems a viable solution for such mid�latitude

values� However near the equator we may need to represent the mixing process

and this is typically represenr0.1(m).1(a[)]TJ
110.9999 0 TD
[(y)-19000.1(a)-20000(di	usion)-18999.9(op)-1000(erator)-19999.9(w)-.1(hic)]TJ
584 0 TD
19.0001 Tc
[(hl)19000.2(e)19000(a)]TJ
105.0001 0 TD
0 Tc
0(a)-156000(follts)-1800u0(s)-19009(withble)-150cin



unstable areas the SSG equations are inappropriate to represent such motions

and the violation of the constraints is one way of diagnosing where those motions

occur� Suppose we consider these equations as acting like a time lapse camera

taking pictures of the atmosphere every hour or so� Then what we see as we look

at the pictures at one time may be an area of instability
 while the next picture

shows no instability� By comparing the two we may deduce the net e	ect of that

unstable area
 and it is that net e	ect that we need to represent� The solution

method of Cullen
 for the f �plane case
 allows this to be done exactly since given

initial unstable data it constructs the stable minimum energy state which results�

However we may wish to add extra physical understanding to this procedure� We

could choose to add to our equations an extra set of physical rules
 which are only

active when instabilities are present and then remove those instabilities leaving

us once again in a state where we can continue forward in time� This e	ect could

be included as a forcing term on the right hand side of the equations� As the

atmosphere has motions on all scales and is subject to external forcing
 from solar

radiation for example
 such rules already exist for many processes in atmospheric

prediction models and are called Parameterization schemes� We need to develop

such schemes to represent the unstable processes found in the forced equations

used here� As this is outside the scope of this work we shall not pursue this mat�

ter further� In the next chapter we only discuss how we overcame the problem of

instabilities in the numerical model of the unforced equations�

��� The Analytic approach as a Numerical

Method�

W



of equation ������ and solve the resulting variable coe�cient elliptic problem as

suggested in the outline proof of proposition ���� The solution to this equation

can be found via a multigrid solver to be described in section ���� Having found

this solution we multiply by our chosen timestep to �nd the new values of h at

the next time�level� It now remains to show that these new values also satisfy



Chapter �

Numerical solution procedure

In this chapter we describe a numerical procedure for solving the SSG equations

for arbitrarily long time� The approach we used is based on a predictor�corrector

method� Here we �x u





then consider how these two problems may be combined to prove results for the

complete system�

����� The Advection Problem

We note that equations ���
� and ����� can be written in the following form�

M �p� � �

�t
p �

mX
k��

Ak�x� t�
�

�xk
p�B�x� t�p � r�x� t� �����

where p � �p�� ���� pn� is a vector with each pk a function of x � �x�� ���� xm� and

t� Ak�x� t� are Hermitian matrices of degree n� For equation ���
� n � 
 since

there is only one variable h� while for equation ������ n � � since there are twxk



Proof�



����� The Correction Problem

We require that at any given time t� equations ����� and ���
� are satis�ed� Given

any u��x� y� t�� and h�x� y� t�� this will generally not be true and we obtain instead

non�zero residuals on the right hand sides�

Question� Do there exist conditions on the given data such that there exists a

unique vector uA�x� y� which re�arranges the given data such that equations �����

and ���
� are satis�ed �

Denoting the solution by uA� �h
A� we construct the desired vector uA as an instan�

taneous velocity which corrects the given data u� and h using the SSG advection

equations ���
� and ����� giving

uA� � u� � uA

acos�

�u�
��

� vA

a

�u�
��

�
uAv�tan�

a
� g

acos�

��hA � h�

��
� fvA �����

vA� � v� � uA

acos�

�v�
��

� vA



The choice of forward Euler is the simplest and gives the simplest form for the

resulting correction equation�

If we denote by � the di�erence between the solution and the given data then

we can obtain from equations ����� and ���
� the following corrector equations�

g

acos�

��h

��
� f�v� � �Rew �����

g

a

��h

��
� f�u� � �Rns ���
��

where Rew and Rns are the residuals of equations ����� and ���
� for the given

data�

We can replace the � quantities in these equations by using equations ����� and

����� to leave two equations in the unknown velocity uA�

g

acos�

�D

��
� f

�
f �




acos�

�v�
��

�
u�tan�

a

�
uA � f

a

�v�
��

vA �
fg

a

�D

��
� Rew ���

�

g

a

�D

��
� f

�



acos�

�u�
��

� v�tan�

a

�
uA � f

�
f � 


a

�u�
��

�
vA � fg

acos�

�D

��
� Rns

���
��

where we have de�ned D � r��huA�� It now possible to use equation ���

�

to substitute for uA in equation ���
�� provided that the terms multiplying uA

are non�zero� Similarly we can use equation ���
�� to substitute for vA in equa�

tion ���

� provided that the terms multiplying vA are non�zero� Under these

assumptions we have

�
f � 


a

�u�
��

�
f

a

�v�
��

�
g

acos�

�D

��
� fqhuA �

�
f� � f

a

�u�
��

� 


a

�v�
��

�
g

a

�D

��

�

�
f � 


a

�u�
��

�
Rew � 


a

�v�
��

Rns ���
��

g

�
f �




acos�

�v�
��

�
u�tan�

a
�

f

acos�

�u�
��

� fv�tan�

a

�
�D

�y
� fqhvA

��



� g

�
f� �

f

acos�

�v�
��

�
fu�tan�

a
� 


acos�

�u�
��

�
v�tan�

a

�
�D

�x

�

�
f �




acos�

�v�
��

�
u�tan�

a

�
Rns �




acos�

�u�
��

� v�tan�

a
Rew ���

�

If f �� � and q �� � �see section ����� for the de�nition of q�� we can multiply both

equations ���
�� and ���

� by 
�fq� If we take the divergence of the resulting

equations� namely

r�� ���
���fq� ���

��fq��
we obtain one equation for D of the following form�




acos�

�

��

�
A

acos�

�D

��

�
�




acos�

�

��

�
B�

a

�D

��

�

�



acos�

�

��

�
B�

a

�D

��

�
�




acos�

�

��

�
Ccos�

a

�D

��

�

�D � RHS ���
��

where A�B�� B�� C are functions of f� h�and �rst derivatives of u� and RHS is a

function of f� h�Rew� Rns and �rst derivatives of u��

The condition for this equation to be elliptic is�

q�
 � f�� �




h
r�u�

�
r�u� � �f

�
f �




acos�

�v�
��

�
u�tan�

a

�
� �f

�
f � 


a

�u�
��

��

Equation ���
�� is similar to equation ����
� and to complete equation ���
�� on

the



�D

��
� �

	� at � � �� Multiplying equation ���
�� by �fq�� and expanding the coe	cients

proves that equation ���
�� becomes �D��� � � as �� �� If proposition ��� can

be proven then a similar argument could be used to prove existence and unique�

ness for equation ���
���

This unique D determines� via equations ���

� and ���
�� a unique uA�

We can now use equations ����������� to obtain the solution uA� �h
A which satis�es



De�ne

u��� �� t� � u��� �� t�� � uA��� ��



q �� � which we have already assumed� and hence they must also converge� Given

that we do not know A� to prove convergence it is su	cient to show that the

sequence is a Cauchy sequence� i�e�

given � � � there exists N such that 	m�n � N �

jAn �Amj 	 �

Since �tn � � as n�
 it is su	cient to show that�

jAn �Amj 	 M j�tn ��tmj

for some bounded constant M �

W



in Section ��
�
� If the advection equations were simply conservation laws of the

form

�W

�t
�r�uW �

where W represents any of the variables h� u� or v�� and the residuals did not

contain derivatives� then it would be possible to show that R � � as �t tends

to zero for a simple time�marching algorithm eg� forward Euler� This result is

independent of the actual function u� As the choice of u obviously changes the

solution� this choice of u is important� Thus to prove R� � as �t tends to zero

it is necessary to bound the right�hand�side of the advection equations with the

time truncation error� I do not believe this can be done without knowledge of

the function u�

����� Convergence Results derived from Numerical Ex�

periments

A numerical version of the predictor�corrector method was implemented as de�

scribed in section ���� The numerical results given here are for the Heun local�

timestepping advection scheme� see section ����� for details� with two iterations of

the corrector step� Similar results are obtained with the other advection schemes�

Convergence to a unique solution

We choose a �xed resolution of 
�� by 
�� points and take for our initial data

real ���hpa �elds valid at ���� GMT on the 
st February 
��
 which we shall

call time t�� We choose time t� to be ���
 GMT on the same day and obtain the

�elds valid at this time via the numerical method with a particular choice of the

��



timestep� We calculate Ejk� Mjk� E
�
jk and M�

jk de�ned as follows�

Ejk �



N

NX
i��

jh��i� �i� t���tj�� h��i� �i� t���tk�j

Mjk � Ejk�j�tj ��tkj

E�
jk � max

��i�N
jh��i� �i� t���tj�� h��i� �i� t���tk�j

M�
jk � E�

jk�j�tj ��tkj

where i loops over all N points in the domain� and �tj� �tk divide t�� t� exactly�

Ejk is the left�hand�side of our Cauchy inequality� except that it is the L� mean

over all points� E�
jk is the largest value in the domain which typically occurs at

the same point for all choices of �t� Mjk and M�
jk are the constants on the right�

hand�side of the inequalities which we wish to bound to show convergence�

Note� For this time period the special steps taken to enforce the required con�

staints on the data to ensure solutions exist were not required for any of the

timesteps�

We choose �t� � 
 minute� All timesteps in the table are in minutes�

j �tj E�j M�j E�
�j M�

�j

� � 
���
�� � 
��
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�� � 
��
 
�
��
� � 
��� 
�
��
� � 
���

� 
 ����
�� � 
��
 
������ � 
��
 ��
���� 
�
���
 � 
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The same approach was applied to initial data from ����� GMT on the 
th June


��� giving the following results�

��



j �tj E�j M�j E�
�j M�

�j
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������ � 
��
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��
 
�
��
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Thus it appears that for these two cases that

E�j � M j�t� ��tjj

and

E�
�j �M�j�t� ��tjj

whereM � sup�M�j� and M
� � sup�M�

�j � are bounded� in fact almost constant�

Since we cannot run exhaustively all initial data with all timesteps we can never

make a de�nitive statement about numerical convergence� However from these

two� randomly chosen� general data cases the results suggest that the method

conv



Convergence of the residuals

For the case of the 
th June 
��� the quantity

Rj �
NX
i��

�t��t���	tjX
n��

�jRewjn � jRnsjn��tj

was calculated� where N is the number of grid�points in the domain� The calcu�

lations were performed for the same time period and timesteps as Section ��
�
�

Assuming R� � as �t� � then we can write

R � c�tn

Assuming





and in spherical polars

��h��� �� �



a��cos�
�h�������� �� � h�������� ���

��h��� �� �



a��
�h��� �������� h��� ��������

��ch��� �� �



a��cos�
�h��� �������cos���������h��� �������cos���������

h��� ��
�
� �h�� ������ �� � h�������� �����

h��� ��
�
� �h��� � ������ � h��� ����������

We also de�ne

U � �U� V � � �uh� vh�

and

h�x� y� t� n�t� � hn�x� y�

or simply hn� with hn��� �� de�ned analogously� We note that

h
xy

� h
yx

� h
xy

and that this holds for � and � also�

����� Computational Grid Choices

We have chosen to use a �nite di�erence model on a uniformly spaced grid in

��� �� space� This has the disadvantage of creating problems at the poles of the

sphere where we need to hold n polar values for each row� given that we have

n points on a row� This is not a serious problem for scalar quantities� such as

the height of the free surface h� where all the values are the same but care must

be taken with the vector quantities u� and u� In this section we consider the

arrangement of the variables on the computational grid and how this a�ects the

accuracy of the discretised equations� as well as identifying any spurious solutions

generated by a p.n



h h

h h

u�u�

v�v�

j

j�
��



h h

h hu�v







exact� This procedure� as for the C�grid� needs iterating and because of the

smoothing of the height �eld update� it typically takes many iterations to converge

to the same accuracy as the C�grid solution obtains without iteration� To derive

the same accuracy as the C�grid procedure involves at least an order of magnitude

more iterations and this is computationally very expensive� This inability to

remove the residuals e	ciently along with the computational chequerboard mode

has convinced us that we should not solve the equations on the B�grid�

So far we have not considered the e�ect of the grid choice on which variables are

held at the poles and on the equator� We consider just the C�grid since we have

discarded the B�grid� In the last chapter we required �h��t



unp�c � �
n

Pn
i��

�



For small values of �� we have sin������ � ���� to a good approximation�

O������
� and hence the area is approximately

����cos��

and so the cosine which represents the area is almost exactly the analytic value

of the cosine at the mid�point of the grid box� If we evaluate this integral at the

pole we �nd that the cosine value which represents the area is cos��
������
�

to the same degree of approximation� This is the value that we need to use at

the poles and not the analytic value of zero�

����� Prediction Schemes

We consider two di�erent numerical schemes for the prediction of h and u� at

time t � �t given h� u� and u at time t� The �rst is an explicit Eulerian advec�

tion scheme which has been used for many years and is currently the basis of

the U�K� Meteorological O	ce operational numerical weather prediction model�

The second is a semi�Lagrangian scheme which has been successfully applied to

the primitive equations by many authors� for example McDonald and Bates �

��

and shown to have some advantages over standard Eulerian schemes� We wish to

see if there is any bene�t in applying the semi�Lagrangian approach to the SSG

equations� In this section w



scheme and investigate its temporal accuracy we consider just the simple advec�

tion equation�
�h

�t
� �c�h

�x
���
��

The �rst step of the Heun advection scheme is to form a �rst approximation of

hn��� denoted h




of x and t� as is the case for the general advection equations we are using in the

SSG model� then the scheme is still �rst order accurate and tends to second order

accuracy as c tends to a constant�

Spatial Accuracy

If we use centred �nite di�erences then we obtain second order spatial accuracy�

If higher order accuracy is required it can be achieved simply by broadening the

stencil to include more points and using standard higher order centred approx�

imations to the derivatives� In this section we limit ourselves to second order

accuracy for simplicity� See Cullen and Davies �
�� for an example of a fourth

accurate scheme�

Von Neumann Stability

We consider the Heun scheme applied to our simple advection problem ���
�� and

we de�ne a wave solution hn � #n



with

j#j� � 
 � �kc�



equation�

The discretised momentum equations consist of an advective part and two forcing



un��� � H�un� ���t�g��h
� � fV�h

�
�

vn��� � H�vn� ���t�g��h
�
� fU�h

�
�

where H�un�� represents the Heun advection of un� given at each step by

u
� � un� �
�
	� U

h
�

��

��un�



A
�

� V

h
� ���u

n
� �

�
U

h
�v

n
�

���
tan�

a

and H�vn� � represents the Heun advection of vn� given at each step by

v
� � vn� �
U

h
����v

n
� �

�
	� V

h
�

��

��vn�



A
�

� U

h
�u

n
�
�� tan�

a

The choice of averaging of the trigonometric terms involving tan�which arise from

the co�ordinate transformation is arbitrary and the one shown here is certainly

not the only choice� It is� perhaps� the most natural choice and experiments with

other averagings did not demonstrate any signi�cant sensitivity to the choice�

The accuracy properties of the discretisation are not a�ected by the co�ordinate

transformation� which just leaves the question of stability� The Von Neumann sta�

bility analysis performed previously requires the ratio of �x to �y to remain �xed

which is not true in spherical geometry� Therefore we cannot perform the analysis

and hence we cannot investigate the choice of the averaging of the trigonometric

terms on stability� Again experiments have shown little sensitivity to the choice�

Assuming that the linear analysis would hav



i� Local Time�stepping�

The idea is to choose a timestep �t which gives a stable prediction scheme at

low latitudes and then perform multiple applications of the advection step with a

correspondingly shorter� and hence stable� timestep at higher latitudes� Each of

these adv



remove this restriction were not made since it was seen from experiments that

multiple applications of the Heun scheme in the ��direction only w



on a row� such that the following is satis�ed

max
�
ju��� ��j �t

a��cos�
sin�k��� 	 


If k � n�� than there are no unstable waves on that row� Experiments have

shown that it is bene�cial to insist that no row polewards of another can have

more stable waves then that row� For each row with unstable waves we perform

a discrete fast Fourier transform� often abbreviated to �t� to obtain the real and

imaginary Fourier coe	cients for each wave�number� We now damp the unstable

waves by setting

rdj � rj

�
k

j

��
k 	 j � n

�

where k is the maximum stable wave number� j is the wave number we wish

to damp and rj and rdj represent the undamped and damped Fourier coe	cient

respectively� Both real and imaginary coe	cients are damped equally� We now

perform another fast Fourier transform to return the damped wave representation

to grid�point values� The choice of damping function is empirical and we have

chosen the one used in the U�K� Meteorological O	ce uni�ed model� see Cullen

et al �
���

The equations at the poles and the equator

In spherical geometry we need to de�ne what we mean by the equations at the

poles� The mass equation becomes�

hnp � �Dnp � �X ��cV �
X
�




cosnp�
V ��� 
�� ������cos�
�� ������

hsp � �Dsp � �X ��cV � �X
�




cossp�
V ����
�� � �����cos��
�� � �����

where the superscripts np and sp denote the values at the north and south poles

respectively� The U term does not appear since the integral of ��U around a row

��



is identically zero� For the momentum equations we need only consider u� since

we de�ned v� at the poles and equator in section ����
� On the u� row next to

the pole we need to de�ne U at the pole to use in the calculation of U
�
� we set

U at the pole to zero� For the rows half a grid�length either side of the equator

we have to form U
�
and so we require U on the equator and this is not well

de�ned� We therefore de�ne U on these rows to be the value of U on the row half

a grid�length polewards of this row� This choice gives a signi�cant reduction in

numerical noise near the equator when compared to using the value of U at the

equator in forming U half a grid�length either side of the equator� We note that

across the equator the inertial stability code� to be described in section ������ and

used to enforce ellipticity and hence the existence of a solution� ensures that

u��������� � u���������� 	�

which has the e�ect of removing the cross equatorial advection of u� since V ��u�

is identically zero across the equator�

B� The Semi�Lagrangian Scheme

Consider the forced advection equation for some scalar P

DP

Dt
� F �P� x� y� t�

where x and y are space variables� t is time and F some known forcing function�

Given this equation at time t� the solution at time t� can be obtained via a

Lagrangian approach as

Pa � Pd �
Z a

d
F

where subscript a denotes the value at the arrival point at time t�� d the value at

the departure poin



the arrival points will generally hav



estimate of um� This is done by solving the iterative equations

unm�t��t��� � u�xa � un��m �t��x� ya � vn��m �t��y� t��t���

where superscript n denotes the nth iterate and the �rst guess is obtained by

extrapolating u at time t at the arrival points to time t � �t�� using a second

order accurate extrapolation� For example�

u�t��t��� � �����u�t�� �
���u�t��t�

which gives a second order accurate temporal approximation to the departure

point� In practice McDonald �
�� found that a single iteration with a bi�linear

interpolation to obtain the value at the mid�point was su	cient� with more iter�

ations and higher order interpolation yielding no noticeable bene�t� In chapter 


we shall use both �rst and second order accurate trajectory routines�

Interpolation

The spatial accuracy of the advective part of the scheme is determined by the

accuracy of the interpolation of the quantity at the departure point� The spatial

truncation error is found to be one order higher than the order of the interpolation

so that� for example� cubic interpolation gives a fourth order accurate scheme�

see for example Staniforth and C$ot%e ����� A second order accurate scheme can

be obtained by linear interpolation but many authors� eg McDonald �
��� have

found such sc



This just leaves the forcing term to consider� A second order temporal accurate

approximation to the forcing term is given by the trapezium rule

�F �t��t� � F �t����

and thus the whole scheme is second order accurate in time� fourth order in space�

Implementation in the SSG model

The mass equation written in Lagrangian form is

Dh

Dt
� �hr�u

which becomes

ha � hd ��t�r�Ud�t� �r�Ua�t��t����

when discretised using a semi�Lagrangian approach and the trapezium rule� The

�rst problem is that we do not know U at t��t and we cannot calculate it until

after the correction step� An alternative second order accurate form is to use the

mid�point rule to obtain

ha � hd ��tr�Um�t��t���

where we could �nd U at the mid�point using the same calculation that we used

to �nd u for the calculation of the departure point� The more signi�cant problem

is the same as when we considered using the Heun scheme to solve this equation

and is the inconsistency introduced between how the equation is solved in the

corrector and predictor steps� This inconsistency� as noted earlier� can lead to

large errors near the equator where only r�U is well de�ned and u is not� We

therefore use the Eulerian form of the mass equation exactly as we did in the

Heun scheme

ha�t��t� �



and this gives only �rst order accuracy in time� second order accuracy in space�

For momentum we adopt the vector approach of McDonald and Bates �

� as

described in Bates et al� ���� We write the equation in its vector form

Du�

Dt
� �grh� fk � $u

where k is the usual unit vector in the direction normal to the surface of the

sphere and

$u �

�
U

h
�
�
V

h
�

�

This can be discretised as

u�a � u�d �
�t

�
��grhd�t� � �fk � $u�t��d�

� �grha�t��t� � �fk � $u�t��t��a�� ������

to give second order accurate solutions in space and time� The vector approach



the balanced velocit





u� and here we consider how we might do this� In section ��� we identi�ed two

processes which apply in the f�plane case for f �� � and f � � respectively� In

the �rst case the solution can always be found by re�arranging the �uid to satisfy

the constraint and in the second the only solution is h � constant which can be

obtained by uniformly mixing all the �uid� In the numerical code we must ensure

that the partial di�erential equation to be solved in the correction step is elliptic�

and this is the analogue of the existence conditions for the theoretical problem�

We approximate the �rst process by simply re�arranging the balanced velocities

to satisfy the inertial stability conditions� The conditions are

f�f � ��v� � u�tan��a� � � ������

f�f � ��u�� � � ������

We note that the �rst condition depends on u� whilst the second is independent

of v�� W



the iteration near the equator� If� on iteration r� no updates are performed then

the condition is enforced� A solution always exists since u� set to the global mean

of the input values at the start of the routine� satis�es the algorithm� This rou�

tine mimics a simple arrangement of the parcels by swapping values whilst also

including some smoothing which is comparable to the mixing process required in

the f � � case�

The �rst condition can be enforced on each row as it has no global dependence�

unlike the u� condition where the mean value at the equator couples all the

columns together� We set v� at the equator to zero and then at each point on the

other rows we form

E � f��f � ��v
n
� � u�tan��a�

where u� is the value obtained after enforcing the second inertial stability condi�

tion� ������� If E � � at some point ��� �� we form the updates

vn��� �� ������ �� � vn� ��� ����� ��� 
E�f �m

vn��� �������� �� � vn� �������� �� � 
E�f �m

where 
 and m have the same values as before� A solution always exists provided

that u�tan��a is not signi�cantly greater than f � which is the case only for non�

physical �ows by which time the solution is meaningless�

In the development of the code the inability to remove inertial instability was

the usual sign that the code was failing and this was used to determine when

the procedure should be stopped� Enforcing inertial stability is not su	cient to

guarantee existence of the solutions� see Shutts and Cullen ����� for the exact con�

ditions� Instead we require that q is greater than some positive� data dependent�

value which� as we shall see in the next section� is su	cient to guarantee elliptic�

ity of the reduced elliptic equation ������� However� solving the reduced equation

with inertial stability enforced and the full ellipticity condition not satis�ed is

found to still lead to the generation of spurious solutions� We must therefore �nd

�




a way of ensuring that the full condition is satis�ed� It has not been possible to

�nd a ��D �nite di�erence discretisation that mimics the f�plane re�arrangement

procedure performed by the geometric model of Cullen and Purser ��
�� �Cullen

personal communication�� We therefore implement a global mixing procedure

which is done using a di�usion scheme� This scheme is applied to &q � hq rather

than q as it is computationally cheaper to implement and numerical experiments

showed that it had no detrimental impact� The �rst step is to form &q and then

solve the following conservative di�usion equation for the increments �&q

�&q �



acos�

�

��

�
C�

acos�

�&q

��

�
�




a

�

��

�
C�




a

�&q

��

�

where we have to specify the coe	cients C� and C�� We wish to di�use &q only in

the areas where it is likely to violate the ellipticity conditions and so we choose to

specify the coe	cients dependent on the current value of &q relative to the value

&q would have if there was no �ow� namely f�� We �rst note that the maximum

stable di�usion coe	cients given by linear stability analysis are

Cmax
� ��� �







�a��cos���

�t

Cmax
� �







�a����

�t

where the ��direction coe	cient depends on the latitude �� We now de�ne the

&q dependent coe	cients at a point ��� �� as

C���� �� �

������

������

� if &q � 
f�

Cmax
� ���� �
f��D
(�)Tj
/T2 1 �q�

� �� � ������

������



where 
 and � are parameters which control the switching on of the di�usion and

the point below which the maximum stable value should be used� In practice we

found that


 � ���� � � �
�

gave good results for all the cases considered in the next chapter� We now need

to �nd the implied increments to the height �eld given by the di�usive correction

�&q since we can then �nd the corresponding increments to u� via the balance

equations� We need to solve�
f �




acos�

�

��

�
g

afcos�

��h��h�

��

�
� gtan�

a�f

��h��h�

��

�
�
f �
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�
g
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�
�

gtan�

a�fcos�

��h��h�
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�
� &q ��&q

This simpli�es to�
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��

�
g

afcos�

���h�

��

�
� gtan�

a�f

���h�
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�
�
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a�fcos�

���h�
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where we have used the notation de�ned in section ������ page ��� This is a very

complicated and expensive equation to solve for the correction� considering that

we have chosen the coe	cients using tunable parameters� We therefore wish to

��



simplify it to reduce the computational cost involv



equations ����� and �����

�h � �����U � ��c�V � ������

�u� � �
�
	��U

h
�

��

��u�



A
�

� �V

h
�
���u� �

�
�U

h
�
v�

���
tan�

a
� g���h

�
�
f�V

h
�

������

�v� � ��U

h
� ���v��

�
	��V

h
�

��

��v�



A
�

� �U

h
� u�

�� tan�

a
� g���h

�� f�U

h
� ������

where � represents the di�erence between the true values at the new time level

and the curren



If we were to continue following the procedure of section ��
�� we would now

need to substitute for �V in equation ������ using equation ����
� and for �U in

equation ����
� from equation ������� However because of the averaging incurred

by using the staggered grid this would cause the equations at any point to be

coupled to the equations at all other points� The e�ect of the coupling decreases

with distance from the point about which the original substitution is performed�

However it is not practical to pursue this line and so we seek to simplify the

equation accepting the penalty that we shall not be able to remove all the residual

in one go� This is similar to omitting the term in the SIMPLEC algorithm which

leads to a simpler scheme at the expense of extra iterations� see Van et al� ����

and Wen et al� ����� We require that the iteration we construct must converge

to the same solution as that obtained for the full equation� and this has yet to

be proven� We can avoid the coupling if we neglect the terms involving �V in

equation ������ and �U in equation ����
�� If we also neglect the � derivative of

�D in equation ������ and the � derivative of �D in equation ����
� since these

terms are order f smaller than the derivatives of �D in the other co�ordinate

direction in the respective equations� then we obtain the reduced equations

g���D � f

�
f �




h
�
���v� �




h
�
u�

�� tan�

a

�
�U � Rew ������

g���D � f

�
f � 


h
� ���u�

�
�V � Rns ������

For simplicity we de�ne

A �



f
h
f � �

h
� ���v� �

�

h
�u���

tan�
a

i

B �



f
h
f � �

h
� ���u�

i
Then taking the divergence of equations ������ and ������ we obtain away from

the equator

���gA���D� � ��c�gB���D� ��D � ���ARew� � ��c�BRns� ������

��



which is elliptic if the data is inertially stable� and we have shown in section �����

that this is easily enforced� This ellipticity condition is much simpler than the one

derived in section ��
�� and is a necessary but not su	cient condition for the full

ellipticity condition to hold� We now need to derive the equation at the equator�

In section ��
�� we noted that if we enforce inertial stability on the data then we

have removed the residuals on the equator� When we enforce inertial stability we

do so only on the balanced velocities and not on the height �eld� This is because

of the di	culty in enforcing

f

�
�f � ��

�
g

f
��h

�
�

�
g

f

tan�

a
��h

���� � �

and

f

�
f � ��

�
g

f
��h

��
� � �

for which no e�ective numerical method could be found� Thus we are unable to

continue to follow the approach of section ��
��� We note that an alternative to

enforcing the Neumann boundary condition at the equator is to use a Dirichlet

condition since all the results we have used for elliptic equations hold equally

for this type of boundary condition� This leaves us with the problem of �nding

the solution at the equator before we can solve for the rest of the domain� The

equation we need to satisfy at the equator is

���D � Rew ������

since the other balance equation is formed half a grid�length polewards of the

equator where f �� �� ������ is easily solved to give

�D � e��� � s���

where e��� is the solution of equation ������ and s��� is some arbitrary function�



Fourier coe	cient a� in a Fourier expansion of the solution �D in the ��direction
giv



those made to derive the reduced equation ������ and at worst should just add

extra iterations to the procedure� Using this method to �nd a� and then solving

equation ������ with the Dirichlet boundary condition does produce a noticable

unremoved residual at the equator in the multigrid solution on the �rst appli�

cation of the corrector step on a timestep� which is removed on the subsequent

iteration of the corrector step� No adverse e�ects appear from this unremoved

residual and idealised experiments with the multigrid code suggest that the error

may be entirely due to the multigrid algorithm� and not because of the simpli��

cations made here� see section ����
� The results gained via the solution of the

reduced equation ������ and the Dirichlet boundary condition method are given

in the next chapter� and as we saw in section ��
�
 these simpli�cations do not

appear to be detrimental to the solution in any way� except perhaps in a slight



the rotational part of the wind �eld is unde�ned at the equator� We choose to set

the rotational part of U to zero at the equator� and since it is not used anywhere



����� The Complete Procedure

The full predictor�corrector scheme can be summarised as follows

Step � q dependent di�usion�

Step �



��� Multigrid Methods on the Sphere�

����� Introduction to Multigrid methods�

Many problems in computational mathematics require fast� accurate solutions to

elliptic partial di�erential equations� If we consider the model problem�

��Q

�x�
� f�x�

on a periodic domain� then if we discretise using� for example� centred �nite�

di�erences we obtain the matrix system�

AQ � F

where A is a square� symmetric tri�diagonal matrix� Fast direct methods exist

for such a problem� If we now consider the more complicated equation�

a�x� y�
��Q

�x�
� b�x� y�

��Q

�y�
� f�x� y�

and again discretise we obtain a block tri�diagonal matrix system� For a N �N

problem the cost of direct solution is O�N�� and takes O�N�� elements of memory

he



equations the Multigrid method has usually been shown to be the best iterative

procedure� see Gary et al� ���� for example�

The basic strategy behind multigrid is to choose a computationally cheap solver

for the matrix problem� referred to as the smoother� and combine it with a proce�

dure which solves the problem on a sequence of computational grids� Given the

matrix system Ax � b then a simple iterative solver is the Jacobi iteration where

we separate A into three matrices� a diagonal� a strictly upper diagonal and a

strictly lower diagonal� denoted D�U�L respectively and form the iteration�

Dxn�� � ��L� U�xn � b

Convergence for the Jacobi iteration is quite fast for a few iterations and then

becomes very slow� The reason behind this is easily understood by looking at the

Fourier modes of the error e � b�Ax� The Jacobi method converges quickly for

the high frequency modes� often refered to as the'rough� modes� of the problem

but very slowly for the low frequency modes� often refered to as the 'smooth�

modes� If we were to coarsen the problem by solving it on a grid with half as

many nodes then the Jacobi method would now converge quickly for the 'rough�

modes on this new coarser grid� We need to be able to perform this coarsening

without changing the solution to the problem� This suggests the following pro�

cedure� here shown for just � grids�

��



smooth m times on �ne grid

�R
transfer problem to coarser grid

�R
smooth m times on this grid

�R
transfer problem to coarsest grid

�R
smooth m times on coarsest grid

��

transfer problem to �ner grid
��

smooth n times on this grid
��

transfer problem to �nest grid
��

smooth n times on �nest grid

The method shown above is called a �m�n� V�cycle multigrid method� The V

comes naturally from the shape and the �m�n� describes the number of smoothing



optimum scheme for an



We wish to solve the problem on an M � N equally spaced grid in ��� �� space

where M is even and N is odd� We de�ne �� � �
�M and �� � �
��N � 
��

We denote by Qi�j the value of Q at ��i � 
���� 
�� � �



grid in the results in table ��
 in section ����
� This may also not be desirable if�

as is required here� line solvers must be used as the smoother� This is because

the matrices generated by the line solvers becoming increasingly complicated and

more expensive to solve�

����� Implementation

De�nition of convergence�

We need to de�ne when convergence has occured� There are two commonly used

de�nitions which measure the performance of the multigrid scheme� We de�ne

the root mean square residual for the matrix problem Ax � b as

rms �

�



s

sX
i��

�bi �Axi�
�

� �

�

where s is the number of elements of x� The �rst measure of convergence is the

Multigrid Convergence Rate �henceforth MCR� which is de�ned simply as the

root mean square residual at the end of a V�cycle divided by its value at the

start of the V�cycle� The second measure is called the Practical Smoothing Rate

�henceforth PSR� and is de�ned for a �m�n� V�cycle as�

�MCR�
�

m�



examples considered later we generally get a PSR value between ��� to �
� for all

V�cycles except the last one or two� A good cuto� value for de�ning convergence

has proved to be ����� This is because the scheme can often perform many more

V�cycles with values around ��� to ��� before reaching a value of 
 but they gain

us little extra bene�t for often a substantial cost�

We note that it is not uncommon for certain problems for some iterative proce�

dures to reach a plateau after a certain number of iterations� The scheme may

remain there for many more iterations before once more converging quickly� This

beha
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Thus we end up with a �� � problem to solve on the coarsest grid� the grid gen�

eration being stopped by the �



next grid down� The reason behind numbering the coarsest grid 
 is that if we

add more points then it is easier to see the structure growing�

Smoother�

We consider the problem Ax � b� We wish to smooth the rough modes of the

error so we calculate the residual�

r � b�Ax�

where x� denotes the current solution and solve the correction equation for �x�

A�x � r

and then update the solution by

x� � x� ��x

The question is thus which is the optimum iterative solver for the correction

equation � The solver must smooth the rough modes on all grids and be as

computationally inexpensive as possible� The problem on the sphere is that we

are not dealing with a square grid in cartesian space but with one with strong

anisotropies� Consider again our example grid of 
���
�� and calculate the ratio

of a��cos� to a���

on Row � we get� ���� � 


on Row �� we get� 
 � 


on Row �� we get� ���� � 


From this it is obvious that towards the poles the problem is more strongly coupled

in the ��direction than in the ��direction and to a lesser extent the converse is true

as we approach the equator� For problems exhibiting these strong anisotropies

the usual point smoothers used in many multigrid algorithms have very poor


�




smoothing properties� However� line smoothers do smooth v



terms of the number of V�cycles required� However the Zebra line relaxation

o�ers the bene�t of being vectorisable on a CRAY Y�MP computer and thus is

signi�cantly cheaper on this particular architecture� by a factor of between � and

� times� The Zebra scheme is also well suited to parallel computer architectures�

although w



Restriction�

We choose to perform the restriction by taking alternate points in each direction

and we have to restrict the �elds� A�B�C�Q�R and the trigonometric functions�

Since the coe	cients and the trigonometric functions are the same for every V�

cycle w



by r� given by

r�





Prolongation�

The only �eld we need to transfer to a �ner grid is the current value of the an�

swer Q� This is done by linear interpolation since this it is cheap and also the

inverse of the full�weighting restriction operator up to an arbitrary constant� The

combination of linear interpolation and full�weighting restriction is probably the

most commonly used in multigrid schemes� It is also probably the easiest to use

in the standard multigrid smoothing analysis�

����� Results�

For the momen



di�erence equation for the ��direction line solver is




a�cos��i�j���
�



Dimensions Grids Init� Res� Final Res� V�cycles CPU Scaled CPU

�
 x 
� � �
��x
�� ����x
��� � ����� ��
�x
���


� x �� 
 ��
�x
�� �
��x
��� � ��
�� 
�

x
���

�� x �� � ����x
�� ����x
����

� ���x
� ���
� ���Tj
ET
q
.48 0 0 -21.84 519.576 748.524 cm
/Im1 Do
Q
q
.48 0 0 -21.84 115.736 7696.68 cm
/Im1 Do
Q
q
.48 0 0 -21.84 115.896 7696.68 cm
/Im1 Do
Q
qT
/T2 1 Tf
.24 0 0 -.24 136.972 681.3Tm
[(
5��-17000(x)-16000(
)��]TJ
ET
q
.48 0 0 -21.84 186.216 7696.68 cm
/Im1 Do
Q
qT
/24 0 0 -.24 203.52 7681.3Tm
[�)0j
ET
q
.48 0 0 -21.84 226.296 7696.68 cm
/Im1 Do
Q
qT
/T2 1 Tf
.24 0 0 -.24 235.2 7681.3Tm
[����01 0
��



smallest problem which takes one fewer cycle� Allowing as many grids as possible

is obviously bene�cial from the example of the ��
���� problem where when we

allow one less grid� although the solution still converges to the same accuracy� it

takes � more cycles� Finally we look at the cost� The cost of multigrid methods

usually scales order n log n where n is the number of points but we see from the

scaled CPU that the cost scales better than order n� This is because the CRAY





global problem and the results are given in table ����

We note that once again we verify the grid independence assertion for this exam�



grid is determined by the boundary condition� the boundary condition must be

transferred so as to be consistent with the transferred problem on that grid� The

worsening results for the hemispheric problem suggest that more grid transfers

equals a poorer solution and that we have not achieved this consistency� For this

relatively easy problem it is probably possible to construct a restriction operator

which will alleviate this fault� However for the more general problems that we

wish to solve� for example equation ������ this is not possible and the presence

of this error is of some concern�



B �



sin��

C � 


RHS � �sin��cos��sin� � 
�� �sin� � �sin��

� sin��
 �



throughout� provided that this is not zero except possibly at the equator� How�

ever� for general coe	cients� there is the problem that they are inside a partial

derivative and care must be exercised in this re�scaling to avoid leaving divisions

by zero in the code� In practice the coe	cients need to be di�erentiated out to

leave a system which includes terms involving both �rst and second derivatives of

the solution and �rst derivatives of the coe	cients� To apply centred di�erences

to this system requires averaging of derivatives and coe	cients in parts of the

discretisation which can lead to a loss of accuracy�

We now return to the question of whether the ������� V�cycle is optimum and

also whether or not we require alternating line relaxation� To investigate these

questions we consider again Poisson�s equation on the sphere using the hemi�

spheric version of multigrid at ��
� ��� resolution� Due to changes in the maths

library routines used to calculate trigonometric functions on the Cray Y�MP the

result for the ������� V�cycle with alternating line relaxation is not identical to

the one obtained earlier� All comparison results quoted here and elsewhere were

performed consistently� in the sense that any results compared used the same

maths library routines� For the results in table ��
 all the schemes converged to

the same degree of accuracy



From table ��
 it is easy to see that for this problem there is no need for the

alternating line scheme as the ��direction line solver on its own converges to

the same accuracy in the same number of cycles� Using the ��direction only

solver reduces the cost by over ��" in this example� To test if this held true for

solving the correction equation ������ from the previous chapter idealised data

runs were performed with the alternating line and ��direction only schemes using

the ������� V�cycle� The following times were obtained for the �rst order in time

semi�Lagrangian solution of thethl26009 0 TD
0 Ts data



to just one on the descending branch� This scheme produces a further saving and

for this problem the �
����� V�cycle ��direction only scheme has been found to be

optimal on one processor of a CRAY Y�MP� Using the �
����� V�cycle ��direction

only scheme for the idealised McDonald�Bates problem gives a CPU time of ���

seconds which is a modest saving compared to that gained by not using the

alternating line scheme� Again no signi�cant impact on the solution was noticed

with this version of multigrid and we can use any of the multigrid schemes to

obtain the solution if we are not concerned about the amount of CPU time used�

����� Discussion of future developments and parallelisa�

tion aspects�

We intend to extend the code to ��dimensions but before proceeding too far

in this direction it is necessary to consider performance aspects closely� For the

moment we shall be running the code on a CRAY Y�MP ���
 computer which has

� processors and �
 megawords of memory� The ��D code used only 
 processor

and only just over � megawords of memory for the largest problem we considered

in the previous section� We shall ignore memory considerations as these are

not of primary concern� The question is how to make most use of the computer

architecture to obtain the best execution time� The CRAY uses a shared memory

architecture and when using microtasking it behaves as an SM�SIMD machine�

Shared Memory Single Instruction Multiple Data� hence SM�SIMD� is based on

the principle that all memory is central and shared� with the same piece of work

being allocated to each processor but working on a di�ere91 TD
 1oc99.9(primary)





Regardless of the smoother we use as we coarsen the grids we leave fewer and

fewer points at each node and performance deteriorates� One way to get around

this is to limit the minimum number of points each processor can have� how�

ever this restricts the number of grids we can generate and we have already seen

how this can signi�cantly increase the number of iterations required� To make

things even worse as we add more processors to increase our computing power

the performance of multigrid can get worse� One solution is to use a system

called agglomeration where we keep the granularity high by coarsening and keep�

ing the numbers of points on some processors large at the expense of leaving some

with no points at all� Thus we are e�ectively reducing the number of processors

working� This has the disadvantage� in practice� of increasing the length of the

communication links but can gain some extra e	ciency and does not increase the

number of iterations required� Smith and Fiddes ��
� noted that implementing

multigrid without aglomeration was signi�cantly more complicated than other it�

erative solvers� for example conjugate gradient� on a DM�MIMD machine� Other

authors� for example Linden et al� �
�� and Robinson ����� have successfully im�

plemented multigrid on parallel architectures with varying degrees of success and

much work will no doubt continue in this area� However� of more concern is that

no one has considered� as far as we know� the problem of including line solvers

rather than simple point solvers� Naik and V



case semi�coarsening degenerates to the so�called algebraic multigrid method� In

this method we generate all possible grids by restricting all current ones in one

direction at a time� We then solve on each� This requires a more complicated

set of restriction and prolongation operators as we need ways to combine answers

from various grids� A simple � � � example of all the grids generated� assuming

a minimum number of � points in each direction� exhibits all the salient features�

� � �

�R��
� � 
 
� �

�R���� �R
�� � 
 � 
 �� �

�R �R�� ��

 � � 
� �

���R
� � �

We note for example that to obtain the problem on the 
 � 
 grid we need to

combine the information from the � grids above it� This combination is not

necessarily a simple addition but depends again on anisotropy and the problem�

However� it may prove to be worth the e�ort on a DM�MIMD machine where line

solv



Chapter �

Computational Results

In this chapter we present computational results for several idealised and real

data cases using the predictor�corrector method described in the last chapter�

We compare the performance of the various advection schemes on one of the

idealised problems� and also on real data� We also compare results with those

obtained from a C�grid primitive equation model� the semi�Lagrangian model of

Bates et al� ���� henceforth PE� Before we do this we need to explain how initial



and hence �u���t by solving the elliptic equation for �h��t� However the initial

height 	eld may not satisfy these constraints� as typically happens when using 
��

hpa height 	elds from operational forecast models� Also many idealised problems

used to test the shallow�water equations su�er from the same failing� for example

the problem of McDonald and Bates described in section ��
�� is inertially un�

stable near the equator� and the Rossby�Haurwitz wave problem� section ��
�
�

has areas of negative q� We cannot use the direct method to 	nd the other 	elds

when we do not have an initial height 	eld which satis	es the constraints� and so

we have developed the following initialisation procedure for the SSG model�

Initialisation stage ��

We take the initial height 	eld and iterate the correction step from the pre�

dictor�corrector method but updating only the balanced velocity 	eld u�� We

perform k iterations of this procedure which gradually 	ts u� to the height 	eld

where possible� In areas where the height 	eld violates the conditions required

to 	nd the other 	elds directly� the inertial stability constraint applied to the u�

	eld prevents the balanced wind 	eld from satisfying the balance equations for

this illegal height 	eld� The procedure can be sumarised as

iterate k times

Step � Corrector step� Updating u� only�

Step � Inertial stability enforced�

Initialisation stage ��

The second stage of the procedure is to take the 	elds at the end of the 	rst stage

and apply the correction step procedure again but now allowing h to be updated

�





as well� In areas where a v



the initial data�

For all the problems we consider in this section typical numbers used in the initial�

isation procedure are� �� iterations of the 	rst stage of the initialisation procedure

and �� iterations of the second stage� The most important thing to achieve is

to 	t the balanced wind 	eld to the height wherever possi000s%_eË110is





tial data using the predictor�corrector method of the previous chapter with three

di�erent prediction schemes� The 	rst is the semi�Lagrangian scheme with 	rst

order accurate trajectories� w





	elds� 	gure ��� for the semi�Lagrangian scheme and 	gure ���� for the Fourier

damped Heun� look very similar� Comparing them with those obtained for the

���� second timestep run we notice a further increase in the height at the centre

of the high to �
�� metres� the low is also more intense� Looking at the q 	elds�

	gures ���� and ���
� we notice that away from the pole they again agree very

well� but whilst the semi�Lagrangian solution still has a smooth circular �� unit

contour the Fourier damped Heun scheme has started to fragment this feature�

To further compare the various schemes we investigate the accuracy of the schemes

for real data� Here we use the real data simply to look at accuracy and leave the

discussion of the results until section ���� 
 day integrations from the initial data

of �st February ���� were performed� running with a ���� second timestep and

we take as the true solution a semi�Lagrangian run with a ��� second timestep

and second order accurate trajectories� We evaluate the mean and max height

di�erences between the three schemes we have looked at so far� plus the semi�

Lagrangian scheme with second order accurate trajectories� and the calculated

truth at the end of the 
 day integration�